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ABSTRACT

Two experiments test how phrasal prominence influences listeners’ perception of

vowel contrasts and how prominence information and vowel formant cues are inte-

grated in processing. Experiment 1 finds that listeners incorporate phrasal promi-

nence in their perception of vowels, in line with how spectral structure is modulated

by prominence in speech. Experiment 2 explores how prominence information is in-

tegrated with formant cues in a visual world eyetracking task. Prominence shows

an overall later influence in processing in line with current models of prosodic and

segmental integration. However, listeners’ perception of formants was also impacted

more subtly by prominence immediately in processing such that prominence infor-

mation directly shapes how formant cues are perceived. Results are discussed in

terms of their implications for models of prosodic effects in segmental perception

and possible differences between prosodic prominence and prosodic boundaries in

this regard.
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1. Introduction

Two key parts of understanding spoken language for listeners are (1) perceiving con-

trastive segmental categories which convey lexical distinctions in their language, and

(2) perceiving prosodic categories which convey various other pieces of information,

such as phrasal grouping, prominence relations, information structure, and so on (Cho,

McQueen, & Cox, 2007; Cutler, Dahan, & Van Donselaar, 1997; Mitterer, Kim, & Cho,

2019). Traditionally, models of spoken word recognition focus on the former of these

two tasks, though recent studies have suggested that phrasal prosodic boundaries play



a role in segmental processing (Kim, Mitterer, & Cho, 2018; Mitterer et al., 2019), sug-

gesting prosodic and segmental information is integrated in this regard. However, it is

currently unknown to what degree prosodic prominence might play a similar role, and

how prominence and segmental information are integrated in processing. The present

study accordingly tests how phrasal prosodic prominence mediates listeners’ percep-

tion of vowel contrasts, and how prominence information is integrated in segmental

perception online.

Phrasal prosody above the word is typically studied in the context of syntactic

and post-lexical processing (Cutler et al., 1997; Price, Ostendorf, Shattuck-Hufnagel, &

Fong, 1991). Accordingly, relatively little is known about the effects of phrasal prosody

on the perception of speech sounds. Why should context related to the phrase as a whole

(i.e. grouping above the word, phrasal prominence, intonational tunes and structure)

matter for perception of segmental contrasts? A large body of phonetic research shows

that prosodic prominence and boundaries influence the phonetic realization of seg-

ments, conceptualized as the phonetic encoding of prosodic structure (Keating, 2006).

The general idea is that phrasal prosodic organization fine-tunes both timing and am-

plitude patterns in segmental articulations (see e.g., Cho 2015, 2016 and Keating 2006),

which helps enhance both paradigmatic and syntagmatic contrasts in segmental artic-

ulations (Cho, 2005). In this sense, prosody is seen as introducing systematic variation

in segmental structure, with acoustic consequences that may be relevant to listeners.

This sort of variation might be particularly relevant to listeners for cues that are used

to make segmental contrasts.

Consider a well-known example. One general phenomenon in the literature re-

lated to prosodic boundaries is domain-initial strengthening. Segmental articulations

are realized in a “stronger” fashion, with increased articulatory contact, longer closure

duration etc., when at the beginning of a prosodic domain as compared to the middle

of a prosodic domain (Fougeron & Keating, 1997; Keating, Cho, Fougeron, & Hsu,

2004). One acoustic consequence of initial strengthening is manifested in Voice Onset

Time (VOT). In aspirated stops, VOT is longer at the beginning of an Intonational

Phrase (IP)1, as compared to being IP-medial (Cho & Keating, 2001, 2009; Jun, 1996).

1Here the terminology from the prosodic hierarchy described in Beckman and Pierrehumbert (1986) and
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In this sense VOT duration co-varies in a systematic way with prosodic context. VOT

is additionally a strong cue to laryngeal contrasts, where, for example longer VOT

cues a voiceless stop (in e.g., English) or an aspirated stop (in e.g., Thai). That is,

VOT is clearly an important property for conveying contrasts at the segmental level

(e.g.,Abramson 1976; Abramson and Whalen 2017), though it simultaneously patterns

in a systemic way as a function of phrasal prosody, i.e. it “encodes” phrasal prosodic

structure (Keating, 2006).

The claim then, forwarded in various recent studies, though perhaps traceable to

its original formulation in Cho et al. (2007), is that listeners would benefit from tak-

ing phrasal context into account in segmental processing. That is, given the fact that

various phonetic parameters are modulated in a systematic way by prosody, and given

that these same parameters can cue segmental contrasts, listeners would benefit from

reconciling a cue with the prosodic context in which it occurs in perceiving segmen-

tal categories. Put differently, listeners would benefit from using prosodic information

“[...] in determining whether segmental information is driven lexically or post-lexically

(prosodic-structurally)” (Mitterer et al., 2019, p.14). In the context of speech perception

at the segmental level, prosodically driven variation in a cue that signals a segmental

contrast (such as VOT) should lead listeners to account for prosodic context in seg-

mental perception, that is, taking into account how a given cue has been impacted by

phrasal prosodic factors. This would represent a reconciliation of a contextual influence

with a cue value, similar in spirit to e.g., compensation for coarticulation (Mann, 1980).

In the case of VOT, this would entail accounting for the fact that lengthened VOT

could be due to the presence of an IP boundary, therefore adjusting categorization of

VOT on that basis. One way to study the relationship between segmental and phrasal

influences in speech perception is accordingly to manipulate prosodic context in some

way, and observe its impact on the perception of a given cue (e.g., VOT).

Kim and Cho (2013) tested this aforementioned pattern in American English,

and found that listeners shifted their perception of VOT continuum ranging from /pA/

to /bA/. When the target was cued as IP initial by preceding changes in duration

and pitch in a carrier phrase, overall longer VOT was required for a voiceless percept,

Pierrehumbert (1980) is adopted, in keeping with much of the literature on domain-initial strengthening.
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suggesting listeners took IP initial lengthening into account in their perception of the

voicing contrast (see Mitterer, Cho, and Kim (2016) and Steffman (2019b) for fur-

ther discussion). Since Kim and Cho (2013), various other studies have corroborated

this idea, showing that listeners seemingly reference prosodic structure in their per-

ception of various segmental cues, in line with how those cues vary based on prosody

in speech production. This has been shown both for domain-initial and domain-final

boundary effects, as in phrase-final, or pre-boundary, lengthening (Mitterer et al., 2019;

Steffman, 2019b; Steffman & Katsuda, 2020). The current literature therefore offers

general empirical support for the notion that phrasal prosody fine-tunes the perception

of segmental contrasts, in correspondence with the way it fine-tunes segmental articu-

lations in speech production. As mentioned above, these findings have focused on the

influence of prosodic boundaries.

1.1. How are prosody and segment integrated in perception?

The general findings mentioned above show that listeners evidently integrate prosodic

information, in some way, in segmental processing. However this leaves open the ques-

tion of how both prosodic structure and segmental categories are being processed.

Cho et al. (2007) propose a model, the Prosody Analyzer, to explain the influence

of prosodic structure in listeners’ word segmentation and lexical access. On the basis

of data from a cross-modal priming experiment in which phrasal (IP) boundaries facil-

itate word segmentation, the authors propose that listeners extract parallel prosodic

and segmental representations, using whatever information they have available in the

speech signal to specify both types of representations. The Prosody Analyzer model

proposes that integration of prosodic and segmental representations occurs via the pro-

cess of lexical competition. The segmental representation that is parsed out of the signal

presents possible candidates, and is combined with a prosodic representation, which en-

codes boundary information, thus facilitating segmentation. The role of prosody more

generally in this model is to help select between possible word candidates (which are

activated on the basis of segmental information), as a function of the context in which

they occur.

The model therefore demarcates the role of prosodic and segmental representa-
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tions as entering at different stages in the process of word recognition (though note

again that this is agnostic as to what listeners use as an acoustic cue for the pur-

pose of specifying each type of representation). The idea that segmental information

contributes to activation of lexical candidates, while phrasal prosodic information en-

ters later in the process of spoken word recognition, is consistent with other general

findings showing that word recognition integrates various sources of information in

multiple stages (see e.g., Luce and Pisoni 1998 for a general overview). Some of these

influences have been explicitly argued to modulate competition at a later stage in

word recognition, such as neighborhood density (Newman, Sawusch, & Luce, 1997;

Vitevitch & Luce, 1998; Vitevitch, Luce, Pisoni, & Auer, 1999), and semantic context

(Cairns & Hsu, 1980; Swinney, 1979), thus there is clear precedent for integration of

non-segmental information with segmental information at a later stage. In the prosodic

analysis model, a parsed-out prosodic structure would constitute a similar modulating

influence, which may also be used by listeners in other domains of processing such as

in syntactic processing (see discussion in Cho et al. 2007).

Two recent studies (Kim et al., 2018; Mitterer et al., 2019) present time-course

evidence in support of this sort of later-stage prosodic analysis. Kim et al. (2018)

tested how Korean listeners use tonal prosodic cues in a phonological inferencing task.

They tested Korean post-obstruent tensing (POT), whereby lax stops and affricates

become tense following another obstruent. To use an example from the paper: /puri/

“beak” will become tensified [p*uri] when following an obstruent, as in the sequence

/porasEk # puri/ “purple beak”, making it more or less homophonous with /p*uri/

“root”. The domain of this process is the accentual phrase (AP, see Jun 1996, 1998).

The authors tested if listeners, in a visual world eyetracking task, would look to the

underlying representation (effectively undoing the application of POT), or would look

to the surface (tense) representation. Crucially, the authors predicted that this process

should be modulated by prosody: because the domain of POT is the AP, listeners would

necessarily need to reference phrasing to determine whether POT may have applied.2

Kim et al. found that when listeners heard a phonetically tense target (e.g., [p*uri]),

2For example, AP-internal [p*uri] as in (porasEk p*uri), where parentheses indicate an AP boundary, may be
“beak” or “root”. However, an AP-initial target word disambiguates the meaning: (porasEk) (p*uri) can only
be “root”.
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they looked more to an underlyingly lax word (e.g., /puri/), when that word was in

an AP-internal context that licensed POT, as compared to when it was not. This

evidenced the predicted phonological inferencing effect. The authors further showed

that this effect goes away when an AP boundary intervenes between the target for

POT and a preceding obstruent. This may be taken to suggest that the observed

phonological inferencing effect makes reference to the phrasal domain of the AP. The

authors find that this prosodically modulated inferencing effect occurs relatively late in

processing, reaching significance approximately 800 ms after target onset. This delayed

effect in prosodically-modulated phonological inferencing supports the idea that “[...]

prosodic structure is parsed in parallel to the segmental level and is used later for

prosodic modulation in lexical access” (p 26).

Mitterer et al. (2019) tested how listeners might use prosodic boundaries to modu-

late perception of a segment in Maltese. In this language a glottal stop can signal phone-

mic contrasts (e.g., /A:m/ “he swam” versus /PA:m/ “he woke up”), while also occurring

in vowel-initial words when they are phrase-initial, as a form of initial strengthening

(cf. Dilley, Shattuck-Hufnagel, and Ostendorf 1996; Pierrehumbert and Talkin 1992).

Mitterer et al. (2019) found that listeners used preceding boundary information in

determining if glottalization cued a segmental contrast (in similar fashion to VOT as

described above). However these effects disappeared in a visual world eyetracking task

when following material disambiguated the target word. For example, when listeners

have heard only, [PA...] the target word could be either /PAbAd/ or /AbAP/, with the

latter being glottalized initially due to prosodic factors. However when the final con-

sonant [d] is heard the word will unambiguously be /PAbAd/ (because /AbAd/ is not a

word). The authors supposed this lack of an online effect may have been because the

items they used became lexically disambiguated too early to show an effect of prosodic

boundary. In other words, listeners heard material that disambiguated the target word

(e.g., the final [d] in the example above) at a point that allowed them to make a lexical

decision before the effect of prosodic structure was evident (consistent with the view

that prosodic boundary computation should show a later effect in processing). The

authors tested this by using the same items in an offline gating task with disambiguat-

ing material masked by noise. Listeners had to guess which word the speaker intended
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without disambiguating segmental information. Here, the expected effect of prosodic

boundary was observed. This offers further support to the idea that prosodic bound-

ary effects should occur at a later stage in the word recognition process, too late to be

observed online with Mitterer et al’s materials online. Consistent with the proposed

function of the Prosody Analyzer, Mitterer et al. note these results support a model

in which lexical access takes place in multiple stages, with prosodic information being

used at a later stage.

This, taken together with Kim et al. (2018), offers clear support for a later-stage

influence of prosodic information in speech processing, supporting the model proposed

by Cho et al. (2007). As summarized by Mitterer et al: “although the segmental and

prosodic analyses may take place in parallel, their effects do not seem to come into play

simultaneously: the segmental analysis activates all possible lexical hypotheses, and its

activation is further modulated by the prosodic analysis at a relatively late stage in

spoken-word recognition” (p 14).

1.2. Should prominence and boundary processing be different?

The current evidence thus favors an account in which prosodic structure enters into

processing at a relatively late stage, following the activation of lexical candidates on the

basis of segmental information, though, as noted above, previous studies focus on the

boundary marking function of prosodic structure. The prominence-marking function

of prosodic structure remains unexplored: should we expect prosodic prominence to

behave differently?

At the phonological level, prominence in a language like American English can be

described as docking on metrically strong syllables (Hayes, 1995; Liberman & Prince,

1977; Nespor & Vogel, 2007) , and further determined by information and discourse

structure, e.g., contrast, given-ness, etc. (Beckman & Pierrehumbert, 1986; Bolinger,

1958, 1961; Pierrehumbert, 1980). In this sense “prominence” is configurational, and

related to both metrical and phrasal structure. For example, in a typical declarative

utterance in American English, the most prominent syllable in a phrase will be the

last prominent (i.e., accented) syllable within a phrase (e.g., Cole et al. 2019). This

prominence is “structural” in the sense that it depends on metrical structure, prosodic
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phrasing, and the position of a prominent syllable within a phrase. In other words,

prominence structure of this kind is clearly manifested in the prosodic organization of

the phrase as a whole, the computation of which might be supposed to be analogous to,

or part of the same structure as, that computed for prosodic boundaries. In this regard,

we might expect phrasal prominence processing at this more abstract level might play

out in similar fashion to the processing of prosodic boundaries.

At the same time, prominence (and listeners’ perception of it) integrates diverse

and varied pieces of information, including features not directly related to the speech

signal itself such as word frequency, information structural features, and part of speech

information (Baumann &Winter, 2018; Bishop, 2017; Calhoun, 2007; Cole et al., 2019).

This makes characterizing the concept of prominence in a complete manner a difficult

task(see e.g., Baumann and Cangemi 2020; Wagner et al. 2015). Even if we restrict

ourselves to acoustic features of the speech signal, defining prominence is complicated.

One general definition, which is adopted implicitly or explicitly in various studies, is

given by Terken and Hermes (2000, p. 89):

We say that a linguistic entity is prosodically prominent when it stands out from its

environment by virtue of its prosodic characteristics. That is, we define prominence as a

property of a linguistic entity relative to an entity or a set of entities in its environment.

Although the definition is cast in relative terms, it includes monosyllabic utterances,

because they stand out from silence.

Following this definition, various phonetic properties have been shown to shape

prominence perception in a granular fashion, i.e. beyond the distinction of nuclear-

accented/accented/unaccented encoded in models such as Pierrehumbert (1980). For

example, as shown in various rapid prosody transcription (RPT) studies, changes in

pitch and duration strongly predict listeners’ perception of prominence (Cole, Mo, &

Hasegawa-Johnson, 2010; Mo, 2008, 2011). Increases in pitch, and duration generate

increases in perceived prominence, as indexed by a so-called P-score in an RPT task,

including within pitch accent categories (Bishop, Kuo, & Kim, 2020).3 This shows

that listeners rely on more fine-grained detail than e.g., an accented/unaccented dis-

3A P-score is the proportion of times naïve listeners perceive a given word as being prominent, which they
annotate as they listen to a speech sample, see e.g. Cole and Shattuck-Hufnagel (2016).

8



tinction when they perceive prominence (see also e.g., Fant and Kruckenberg 1989;

Katz and Selkirk 2011; Mücke and Grice 2014 for similar arguments). Prominence

at a phonetic level accordingly merits consideration as a possible factor in listeners’

perception of segmental contrasts in speech. Indeed, Steffman and Jun (2019) found

that pitch height in isolated words (divorced from a phrasal prosodic context) shaped

how listeners perceived vowel duration as a cue to coda voicing in American English.

With prominence-lending high pitch on a vowel, listeners expected a longer vowel du-

ration (i.e. as a co-occurrent prominence property), and this shifted their perception

of the voicing contrast. This suggests that phonetic prominence, not directly related

to phonological organization in a phrase, can also shape listeners’ perception of seg-

mental cues. Importantly though, even this sort of phonetic prominence is relational,

in line with the definition given above. Pitch and duration should be perceived as pho-

netically prominent, or not, relative to context.4 We could accordingly conceptualize

phonetic prominence perception as entailing the relation of a given linguistic unit to its

context, e.g. in contrasting relative differences in duration and pitch (Diehl & Walsh,

1989; Repp, 1997). This sort of prominence perception may not involve reference to an

abstract (phonological) prosodic structure, but instead may be related to more general

acoustic/phonetic prominence, presenting a possible difference from boundary process-

ing. Accordingly, we might expect to see different patterns of processing as compared

to those predicted by prosodic analysis, though this is an entirely open question.

How might listeners integrate phonetic and phonological prominence information

with their perception of segmental cues? If phonetic prominence is considered an acous-

tic contextual effect, drawing on contrast mechanisms in perception, we might expect

to see this sort of prominence information integrated rapidly, given that other contrast

effects show rapid incorporation and are generally thought to operate early in process-

ing (e.g., Bosker et al. 2017; Lehet and Holt 2020; Reinisch and Sjerps 2013; Wade and

Holt 2005). This predicts a different timecourse from that of prosodic analysis. One

general model for context effects in the literature is C-CuRE (“computing cues relative

4For example, the finding that pitch perception is relative to pitch range and context is well established in
the psycho-acoustic literature (Plantinga & Trainor, 2005; Repp, 1997; Schellenberg & Trehub, 2003), and the
context-dependence of duration perception is also well-established (Bosker, Reinisch, & Sjerps, 2017; Diehl &
Walsh, 1989; Jones & McAuley, 2005). Even in the case of Steffman and Jun (2019), where listeners heard a
single isolated word in a given trial, perception of this word would be relative to stimuli heard on other trials,
i.e. the global context of the experiment (cf. Bigand and Pineau 1997; Jones and McAuley 2005).
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to expectations”; Cole, Linebaugh, Munson, and McMurray 2010; McMurray, Cole,

and Munson 2011; McMurray and Jongman 2011). This model allows for cues to be

represented non-veridically to listeners, whereby they may instead be re-coded based

on their deviation from expectations generated from context (e.g., a male or female

talker). McMurray and Jongman (2011) show that C-CuRE can retain phonetic detail

but also allow for perception cues to be modulated by pre-established categories (in

model terms, a cue value is re-coded in terms of its deviation from an expected value,

derived from by-category regressions). C-CuRE was also shown to provide the best fit

to some speech perception data in comparison to a model created by the authors that

made use of many cues without compensation (similar in spirit to e.g., Hawkins 2003;

Nearey 1997).

The timecourse of these sorts of effects has been demonstrated to be rapid

(Reinisch & Sjerps, 2013; Toscano & McMurray, 2015). For example, Toscano and

McMurray (2015) tested how VOT, and the speech rate of the material that preceded

it, influenced perception of voicing in American English (given that perception of VOT

is influences by speech rate). In a visual world eyetracking task, they found that the

influence of speech rate and VOT were simultaneous. Even though listeners received

preceding speech rate information before they heard VOT, speech rate itself did not

contribute to lexical activation, as would be expected, given that rate itself should

not inform about following lexical material. Simultaneous effects of speech rate and

VOT were taken by the authors to reflect the modulation of VOT perception on the

basis of preceding rate, i.e. a re-coding of VOT cue value via expectations generated

from speech rate. More generally then, the influence of such a contextual factor should

therefore be more or less simultaneous with the cue that it modulates.

Context conveying relative (phonetic) prominence information might constitute

an analogous influence on listeners’ perception of segmental cues, following the assump-

tion that perception of prominence is not solely dependent on a computed prosodic

structure. The crucial difference between this account and a prosodic analysis account

would be the point in time at which prosodic information is used by listeners. Ac-

cording to prosodic analysis, the influence of phrasal prosody follows that of lexical

activation. On the other hand, if prominence directly modulates (or re-codes, follow-
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ing C-CuRE) cue values in perception, it should show a relatively early influence in

perception, in tandem with segmental cues (analogous to the effect of speech rate and

VOT in Toscano and McMurray 2015).

It is worth noting here that some prosodic influences in processing have been de-

scribed in expectational (or prediction-based) terms, similar to C-CuRE. For example,

preceding metrical patterns show a rapid influence in segmentation of a temporarily

ambiguous sequence, e.g., “pan”/“panda” when only the first syllable has been heard

(Brown, Salverda, Dilley, & Tanenhaus, 2015, 2011). In a similar vein to the logic of

C-CuRE, Brown et al. (2015) state such effects follow from the evaluation of incoming

information relative to expectations/predictions:

[...] support for a particular lexical candidate is proportional to the degree of similarity

between the predicted acoustic realization of that candidate (in the utterance context)

and the actual acoustic signal, favoring lexical candidates whose predicted realizations

are the most congruent with the acoustic signal.

As such, the general notion of prosodic context generating expectations for up-

coming material has clear precedent in the literature (see also Dilley, Mattys, and Vinke

2010; Dilley and McAuley 2008 for similar findings along these lines).5 Given the com-

plex and multidimensional nature of prominence, which reflects phrasal (phonological)

organization, but also derives from acoustic/phonetic context, it is an open question if

prosodic prominence will pattern like prosodic boundaries in showing a delayed influ-

ence in processing, or will show an immediate influence, following other context effects

(or prediction-based effects similar in spirit to e.g., Brown et al. 2015). Observing how

prosodic prominence is processed will accordingly build our current understanding of

prosodic context effects in perception, and listeners’ integration of prosodic and seg-

mental structure. More precise time-course predictions are discussed in Section 4.

5Effects of speech rate on lexical processing (Dilley & Pitt, 2010; Reinisch, Jesse, & McQueen, 2011a, 2011b)
evidence another sort expectational influence in this domain.
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2. The present study

The goal of the two experiments presented in here is to test how phrase-level promi-

nence mediates listeners’ use of segmental information, in particular formant cues to a

vowel contrast. Vowel articulations, and their acoustic consequences, are modulated in

a systematic way by phrasal prominence (outlined below). This could be seen as analo-

gous to boundary-driven modulation of VOT (in English and Korean) or glottalization

(in Maltese): it represents a case in which a cue that is used to make segmental con-

trasts varies in a systematic way based on phrasal prosodic factors. One basic question

addressed here is accordingly if listeners are sensitive to this pattern in perception. If

the answer is yes, this would provide a first piece of evidence for the involvement of

phrasal prominence in segmental perception. This would further extend past findings,

which primarily test durational cues, to test how the perception of spectral properties

is shaped by prosody.

The second core question addressed here relates to how phrasal prominence infor-

mation is processed by listeners. The timecourse of listeners’ use of contextual prosodic

information will be assessed in comparison to their use of vowel intrinsic formant cues,

with the goal of testing how these various sources of information influence processing

over time, and how they combine, following the two accounts sketched above. This will

be discussed in Section 4.

2.1. The test case: Sonority expansion in vowel articulations

Various previous studies have shown that vowels change in their acoustic structure as

a function of word level and phrase level prominence (Cho, 2005; Garellek & Keating,

2011; Mooshammer & Geng, 2008; Nadeu, 2014; Van Summers, 1987). These effects

are generally seen as serving the purpose of syntagmatic and paradigmatic contrast

enhancement (Cho, 2005; de Jong, 1991, 1995; de Jong, Beckman, & Edwards, 1993;

Roessig, Mücke, & Pagel, 2019). Syntagmatic enhancement effects are those that help

a given vocalic articulation contrast with adjacent segments. Paradigmatic effects are

those that help a vowel strengthen acoustic properties that are relevant in featural con-

trasts: for example increased lip-rounding on a vowel like /U/, enhancing its contrast
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with un-rounded vowels in a given language. In feature terms, this would be seen as

enhancement of [+round] (de Jong, 1991, 1995).The modulations that a vowel articu-

lation undergoes when phrasally prominent are dependent on properties of the vowel

itself, and its relation to other contrasts in the language (Cho, 2005; de Jong, 1995;

Fougeron & Keating, 1997; Garellek & White, 2015).

One well-documented pattern in the literature that is often framed as syntag-

matic contrast enhancement is sonority expansion (Cho, 2005; de Jong et al., 1993). In

this context, sonority is commonly defined in articulatory terms, following Silverman

and Pierrehumbert (1990) as “the overall openness of the vocal tract or the impedance

looking forward from the glottis” (p. 75). Accordingly, expanding sonority in a vowel

articulation entails increased amplitude of jaw lowering, and lowering and backing of

lingual articulations in the mouth, allowing more energy to escape (Cho, 2005; de Jong

et al., 1993; Erickson, 2002; Van Summers, 1987). This can be seen as enhancing syntag-

matic contrasts with both adjacent consonant articulations, and other non-prominent

vowels. Typically, non-high vowels, when phrasally prominent (i.e. bearing the nuclear

accent in a phrase), show sonority expansion as compared to vowels that are unaccented

(Erickson, 2002; Van Summers, 1987).6

One acoustic consequence of sonority expansion is accordingly a change in vowel

formant structure. Jaw lowering and lingual backing and lowering correlate with raised

first formant (F1) frequencies and lowered second formant (F2) frequencies, and in-

deed, prominence has been shown to alter the formant structure of vowels in this way

(Cho, 2005; Lehiste, 1970; Van Summers, 1987). An additional source of perceptual

evidence for these effects comes from Mo, Cole, and Hasegawa-Johnson (2009) who, in

a rapid prosody transcription (RPT) task, observed how changes in formant structure

influenced how prominent words sounded to listeners. They observed that, within a

vowel category, F1 raising and F2 lowering correlated with an increase in perceived

prominence, for (non-high) vowels which undergo sonority expansion. Listeners’ per-

ception of prominence in vowels therefore seems to incorporate F1 and F2, and line up

with how formant structure is modulated by phrasal prominence in speech production.

6This pattern does not necessarily occur for high vowels, where sonority expansion might jeopardize attainment
of the articulatory target for the vowel gesture: in these cases sonority expansion can be suppressed (Cho, 2005),
or other prominence enhancement effects, e.g., hyper-articulation, are observed (de Jong, 1991, 1995).
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Given the influence of phrasal prominence, via sonority expansion, in modulating

vowel formants, we could conceptualize F1 and F2 as varying both on the basis of a

prosodic dimension (prominence at the level of the phrase) and a segmental dimension

(contrastive vowel categories). This is analogous to the case of VOT described above,

where a given VOT value is determined not only by segmental category, but also

prosodic configuration. In light of this, we can test how changes in a vowel’s prominence

in a phrase shifts listeners’ perception of F1 and F2. Experiment 1 accordingly tests if

listeners incorporate phrasal prominence in their perception of formants.

3. Experiment 1

3.1. Materials

The materials used in Experiment 1 were created by re-synthesizing the speech of a

ToBI-trained American English speaker. The speech material was recorded in a sound-

attenuated booth in the UCLA Phonetics Lab, using an SM10A ShureTM microphone

and headset. Recordings were digitized at 32 bits and a 44.1 kHz sampling rate.

The vowel contrast chosen as a test case is American English /E/ and /æ/. Gen-

erally speaking, /æ/ has higher F1 and lower F2 relative to /E/ (Hagiwara, 1997;

Peterson & Barney, 1952; Yao, Tilsen, Sprouse, & Johnson, 2010), i.e. it is a lower

and less-front vowel. It should be noted that there is clearly regional variation in terms

of how this contrast is manifested in F1 and F2 (Clopper, Pisoni, & de Jong, 2005;

Hagiwara, 1997), and duration also plays a role in the contrast where /æ/ is longer

(Umeda, 1975), a point that will be discussed below. Nevertheless, the distinction be-

tween these vowels in terms of F1 and F2 is robust, and it will accordingly be assumed

that listeners will use F1 and F2 to distinguish these vowel categories, with higher F1

and lower F2 signaling /æ/.

In Experiment 1, listeners’ task was to categorize a sound drawn from a continuum

as “ebb” /E/ or “ab” /æ/. The continuum for the target word was created by re-

synthesizing the formant values of natural speech, such that one endpoint had F1 and

F2 which were matched to a naturally produced /E/, produced by the speaker who

produced the model utterances for the materials. The other endpoint had F1 and F2
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Figure 1. Waveforms of the Experiment 1 stimuli, overlaid with pitch tracks in both conditions. The “nuclear
pitch accent” (NPA) condition, in which the target is prominent is shown at the top. The post-focus condition,
in which the target is non-prominent, is shown at the bottom. A segmental transcription is given in IPA above,
aligned to the top-most waveform. The pitch range spans the amplitude of the Waveforms and ranges from 50
to 250 Hz. The target word shown in the figure is from the /E/ endpoint of the continuum.

which were matched to a naturally produced /æ/. The continuum varied jointly in

F1 and F2 between each endpoint in 8 interpolated steps (for 10 steps total including

endpoints). Each target word was originally recorded in two carrier phrases. These

are shown with ToBI labels (Beckman & Ayers, 1997) in (1) and (2) below, where x

represents the target word.

(1) I’ll say
H*

x now
H* L-L%

(2) I’ll SAY
L+H*

x now
L-L%

Two phrasal prominence conditions were created in Experiment 1, corresponding to (1)

and (2) above. In (1), the target bears relative prominence, being in the nuclear pitch

accented (NPA) position of the phrase, which contains a standard declarative tune. In

(2), the target follows narrow focus marking, realized with a rising L+H* accent on

the word “say”; the target is therefore post-focus. These two conditions, referred to as

the NPA and post-focus condition, were created by cross-splicing, and PSOLA method

synthesis, in Praat (Boersma & Weenink, 2020; Moulines & Charpentier, 1990).
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The goal in creating these conditions was to manipulate only the context sur-

rounding the target (with the target identical across conditions), in such a way that

listeners’ perception of target prominence was roughly equivalent to the (phonological)

ToBI-labeled examples in (1) and (2). These stimuli accordingly present a fairly con-

servative manipulation, changing only context, to ensure that properties of the target

sound itself did not shift listeners’ perception. Any differences observed across condi-

tions in the experiments that follow can only be attributed to context (i.e., contextual

prominence).

Two different frames were created, corresponding to (1) and (2), where “frame”

refers to the carrier sentence surrounding the target word. The starting point for the

creation of these frames was (1) above. The NPA condition was created simply by using

the frame in (1), from which the target sound was excised. To create the post-focus

condition, the vowel in “say” from (2), with narrow focus, was spliced into the frame,

replacing the vowel in “say” from (1). The vowel in “say” in the post-focus condition

therefore has increased amplitude and duration relative to “say” in (1). Following this,

the pitch on the preceding word “I’ll” was re-synthesized to match the pitch values of

this word in (2), i.e. a low-dipping pitch realizing the low target of the following L+H*

accent. Pitch on “I’ll” in the NPA condition was also resynthesized, overlaid with highly

comparable values from another production of (1), ensuring that both “I’ll”s underwent

an equal amount of resynthesis, in case any artifacts from resynthesis remained that

might influence perceived naturalness. Importantly, the post-target material “now” was

identical across conditions, being as it was produced in (1), which was highly similar

to its production in (2). In both cases it was realized as unaccented and phrase-final

with a low (L-L%) boundary tone. These manipulations thus created differences in the

pre-target pitch contour, as well as the duration, overall amplitude and envelope of the

pre-target vowel /eI/, as shown in Figure 1. The portion that underwent resynthesis

(excluding the target) was only the word “I’ll”.

The starting point for the creation of the target itself was a production of “ebb”,

produced with an H* pitch accent, as in (1) above. Because the goal was to create a

target that would be appropriate for both frames, and be identical across conditions,

pitch and intensity for the target sound were manipulated to be the average of the nu-
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Figure 2. Formant tracks of the Experiment 1 continuum, with F1 and F2 shown. The outermost blue lines
represent the formant values for the /E/ endpoint of the continuum (mean F1 = 680 Hz, mean F2 = 1724 Hz).
The innermost red lines represent the formant values for the /æ/ endpoint of the continuum (mean F1 = 838
Hz, mean F2 = 1596 Hz). The x axis is time, and is approximately 170 ms in duration.

clear accented target, as in (1), and the post-focus target, as in (2). This was intended

to render the target ambiguous in terms of prominence, such that it would be inter-

pretable as relatively prominent in the NPA context, as in (1), but also interpretable

as lacking prominence when post-focus, as in (2).

F1 and F2 were manipulated by LPC decomposition and resynthesis using the

Burg method in Praat (Reinisch & Sjerps, 2013; Sjerps, Mitterer, & McQueen, 2011;

Winn, 2016). The formant values for each endpoint were based on model sound pro-

ductions of “ebb” and “ab”. The resynthesis process estimated source and filter for the

starting model sound from the “ebb” model. The filter model’s F1 and F2 were then

adjusted to match those of a model “ab” production. From these two filter models, 8

intermediate filter steps were created, by interpolating between these model endpoint

values in Bark (Traunmüller, 1990). Phase-locked higher frequencies from the starting

base /E/ model that were lost in the process of LPC resynthesis were restored to all

continuum steps, improving the naturalness of the continuum. The result was a 10

step continuum ranging from model /E/ to /æ/ values in F1 and F2. Intensity and

pitch were invariant across the continuum. A visual representation of the F1 and F2
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manipulation is given in Figure 2. Each continuum step was then cross-spliced into

both NPA and post-focus frames, creating 20 unique stimuli in total (10 continuum

steps × 2 frames).7

3.2. Predictions

As outlined above, the central prediction forwarded here is that listeners will relate

formant information in the vowel to prosodic context, effectively accounting for promi-

nence strengthening effects on formant structure. What outcome would this predict

in the present experiment? Prominence strengthening in /E/, following sonority ex-

pansion, would show increased F1 and decreased F2, i.e., jaw lowering and backing

of lingual articulation. If listeners attribute these formant changes to prominence (i.e.

being driven prosodically instead of segmentally), they should map “strengthened”

formant values (raised F1, lowered F2) to /E/ more often, showing increased “ebb”

responses in the NPA condition. In other words, in prominent contexts, listeners would

interpret raised F1 and lowered F2 as being driven by prominence, not as a cue to the

vowel contrast. This outcome is of course relative to the post-focus condition, in which

non-strengthened variants of each vowel would be appropriate.

Given the structure of the stimuli, a competing prediction can also be made.

This prediction is based on the observation that the contrast between /E/ and /æ/

in American English is in part durational, where /æ/ is longer (Umeda, 1975). Be-

cause duration is a potential cue to the contrast, contextual durations in the carrier

phrase may influence listeners’ perception of the target sound. As shown in Figure 1, a

longer vowel /eI/ precedes the target in the post-focus condition, as compared to the

NPA condition. Following standard durational contrast effects (Diehl & Walsh, 1989;

Wade & Holt, 2005), we could predict that the target should sound relatively short to

listeners following longer /eI/ in the post-focus condition. A shorter perceived target

in this condition would effectively lead to increased “ebb” responses in the post-focus

condition, if duration is used as cue by listeners. Given that this effect is the opposite

of the prominence effect laid out above, this can be seen as a fairly conservative test

7The stimuli can be accessed via a repository hosted by the Open Science Foundation at:
https://osf.io/4cemb/.
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for prosodic effects, testing a case where general auditory factors (i.e., durational con-

text effects) predict a different outcome, following Mitterer et al. (2016) and Steffman

(2019a, 2019b).

3.3. Participants and procedure

30 participants were recruited for Experiment 1. All were self-reported native English

speakers with normal hearing and were recruited from the UCLA student popula-

tion. Each participant completed a language background questionnaire and provided

informed consent to participate. Participants received course credit for their partici-

pation. The platform that was used to control stimulus presentation in Experiment

1, and all offline categorization experiments (that is, experiments that did not use an

eyetracker) was Appsobabble (Tehrani, 2020).

The procedure was a simple two-alternative forced choice (2AFC) task in which

participants heard a stimulus and categorized it as one of two words, “ebb” or “ab”.

Participants completed testing seated in front a computer monitor, in a sound-

attenuated room in the UCLA Phonetics Lab. Stimuli were presented binaurally via

a PELTOR™3M™listen-only headset. The target words were represented orthographi-

cally on the computer monitor, each target word centered in each half of the monitor.

The side of the screen on which the target words appeared was counterbalanced across

participants, such that for half of the participants “ebb” was on the left, and for the

other half “ebb” was on the right.

Participants were instructed that their task was to identify which word they heard

by key press, where a “j” key press indicated the word on the right of the screen, and

an “f” key press indicated the word on the left. Prior to the test trials participants

completed 4 training trials. In these trials, the continuum endpoints were presented

once in each prominence condition. In the subsequent test trials, each unique stimulus

was presented 10 times, in random order, for a total of 200 test trials during the exper-

iment (20 unique stimuli × 10 repetitions). Trials were self-paced and there was not

any time pressure to provide a response. Halfway through the test trials, participants

were prompted to take a short self-paced break. The experiment took approximately

15-20 minutes to complete.
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Table 1. Model output for Experiment 1, with estimates for each fixed effect, estimate error, and 95% CI. A
checkmark in the rightmost column indicates that an effect is credible, i.e. that the 95% CI excludes zero.

Estimate Est. Error L-95% CI U-95%CI credible?
intercept 0.05 0.17 -0.29 0.39
prominence 0.83 0.28 0.27 1.39 X
continuum -2.57 0.28 -3.15 -2.03 X
prominence:continuum -0.24 0.13 -0.50 0.01

3.4. Results and discussion

Statistical assessment of the categorization responses in Experiment 1 was carried

out using a Bayesian logistic mixed effects regression model implemented in the brms

package in R (Bürkner et al., 2017). The default prior distribution, an improper uniform

distribution over real numbers, was used. The reader is referred to Bürkner et al. (2017),

Vasishth, Nicenboim, Beckman, Li, and Kong (2018) and Chodroff and Wilson (2019)

for detailed descriptions of Bayesian modeling and recent application to similar data.

The output of the Bayesian analysis includes a joint posterior distribution of model

parameters in addition to summary statistics for each estimated marginal distribution.

In reporting the results, the estimated mean and 95% credible interval (CI) are given

for each fixed effect. Evaluation of an effect’s impact on categorization is carried out

by considering the relevant CI, and crucially whether their interval includes zero. A

95% CI that excludes zero is taken to show that a given factor has a meaningful (i.e.,

credible) impact on listeners’ responses.

The model was structured to predict listeners’ categorization response (with “ab”

mapped to 0 and “ebb” mapped to 1) as a function of continuum step and prominence

manipulation, as well as the interaction of these two fixed effects. Continuum was

treated as a continuous variable, scaled and centered at 0. Prominence condition was

contrast coded, with NPA mapped to 0.5 and post-focus mapped to -0.5. The random

effect structure specified in the model consisted of by-participant random intercepts

and random slopes for both fixed effects and their interaction. The model output is

shown in Table 1. Categorization responses are plotted in Figure 3.

As shown in Table 1, continuum step impacted categorization such that as con-

tinuum step increased (i.e., became less /E/-like), “ebb” responses decreased (B=-
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Figure 3. Categorization responses in Experiment 1, with the proportion of “ebb” responses plotted on the
y axis, split by prominence condition and continuum step, where step 1 is the /E/ endpoint of the continuum.
Shading around each point shows 95% CI.

2.57, 95%CI =[-3.15,-2.03]). This is clearly visible in Figure 3, and expected for any

such continuum. Prominence, the predictor of interest, also showed a credible effect,

such that “ebb” responses increased in the prominent NPA condition (B=0.83, 95%CI

=[0.27,1.39]).This is also visible in Figure 3, where the categorization function is shifted

across prominence conditions.

This findings supports the predictions laid out above: contextual prominence,

as cued by phrasal organization and intonation, shifted listeners’ perception of the

target sound such that they more readily categorized a prominent target as “ebb”.

This findings provides new evidence for the involvement of prosodic factors in speech

perception, and shows prosodic prominence plays a role in listeners’ perception of

formant cues. The results of Experiment 1 are also not explainable on the basis of

general auditory durational contrast (cf. Mitterer et al. 2016) as discussed above in

section 1.2.

Experiment 1 therefore affirmatively answers the question of whether prosodic

prominence mediates segmental processing, though how this information is being inte-
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grated with formant cues by listeners remains an open question. Experiment 2 addresses

this, exploring the processing questions outlined above.

4. Experiment 2

Experiment 1 showed that listeners incorporated phrasal prominence into their percep-

tion of a vowel contrast, in line with how vowels are strengthened phonetically when

prominent. The goal of Experiment 2 was to test when in processing this effect occurs.

Two possibilities, discussed in Section, 1.2 are considered: (1) later-stage modulation of

lexical competition by prosodic structure (Kim et al., 2018; Mitterer et al., 2019), and

(2) immediate compensation, re-coding a cue value pre-lexically (McMurray & Jong-

man, 2011; Toscano & McMurray, 2015). These predictions can be further specified

given the structure of the stimuli, which are the same stimuli as used in Experiment 1.

First as a preliminary, it is important to make explicit an assumption about

listeners’ processing in a task in which they are categorizing a phonetic continuum.

Following e.g., Newman et al. (1997), it is assumed here that in a 2AFC task in which

listeners categorize a continuum, an ambiguous token on that continuum will cause

listeners to activate both continuum endpoints. Factors which contribute to an eventual

decision (categorization response) can in this sense be seen as modulating the process

of lexical competition between the two endpoints under consideration. The timing of

modulation can be assessed by looking at how listeners’ looks to a target word change

over time, allowing us to test at what point various sources of information become

relevant in processing (see also Mitterer and Reinisch 2013; Toscano and McMurray

2015).

With this in mind, we can consider two pieces of information that the stimuli

used in Experiment 1 provide to listeners. Firstly, formant cues, being a primary di-

mension for the contrast between /E/ and /æ/, should, trivially, be useful to listeners

in identifying the contrast. Formants in a vowel can further be characterized as an

intrinsic cue, that is, they are produced as part of the vowel articulation and provide

temporally co-occurrent information about the vowel as it unfolds (as opposed to pre-

ceding or following it in time). In terms of the lexical access model sketched above,
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they should contribute to the early stages of lexical activation, for both target words,

with ambiguous values activating both lexical hypotheses. Reinisch and Sjerps (2013)

also showed that listeners rapidly use vowel-intrinsic spectral cues in perception, in line

with this view. On this basis, we should expect the use of formants (that is, changing

F1/F2 along the continuum) to rapidly influence listeners’ looks to a target word.

Experiment 1 also showed that phrasal prominence shaped listeners’ perception

of the /E/-/æ/ contrast. As described in Section 3.1, the target word was acoustically

identical across conditions in this experiment, such that the prominence-lending nature

of the phrase was purely contextual. We can therefore describe prominence as a con-

textual cue to the contrast (as established in Experiment 1), which crucially precedes

the target sound in time. Recall that material following the target is identical, such

that all differences in the stimulus context preceded the target sound in time.

We can now re-frame the two processing accounts outlined above in terms of the

point in time at which both phrasal prominence and vowel formants impact processing.

The prosodic analysis account and recent findings in its support (Kim et al., 2018;

Mitterer et al., 2019) make a clear prediction. Phrasal prosody should exert a later-

stage influence, being integrated in the process of lexical competition. This, in relation

to vowel-intrinsic formant cues, should occur at a later point in time. The use of

prominence information should be asynchronous with the use of formant cues.

On the other hand, if prominence immediately modulates perception of the target

sound via expectations generated by preceding material in the carrier phrase, and com-

pensatory perceptual re-coding, we should expect to see an early (i.e. pre-lexical) influ-

ence of prominence context. Following Toscano and McMurray (2015), if prominence

context modulates the perception of formants directly, its influence should therefore

be seen at the same time as the vowel-intrinsic cue. That is, prominence and formant

cues should simultaneously impact lexical activation in its early stages.

These timecourse predictions are summarized in Table 2.

Consider another difference in processing implied by these predictions. In the

prosodic analysis account, early stages of lexical activation should be the same across

conditions, that is, listeners’ use of formant cues early in processing should show veridi-

cal perception of formants that does not vary across prominence conditions, because
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Table 2. Timecourse predictions for the usage of formants and context

Mechanism Order of cue usage Explanation
prosodic analysis formants cues before

prosodic context
formants activate lexical hypotheses
and prosodic context subsequently
modulates lexical competition

phonetic context simultaneous preceding prosodic context modu-
lates expectations about formant
values, and is incorporated as soon
as formant information becomes
available

phrasal prominence is not modulating perception of the formants themselves. It follows

that eye-movement differences across conditions should only be apparent relatively late

in processing. On the other hand, the phonetic context account predicts that early lex-

ical activation should vary across conditions, as the perception of formant values is

being shaped directly by prosodic context. In this sense, looking at the early use of

formant cues themselves, across conditions, may further help decide between these ac-

counts. Both this prediction, and the general timing predictions outlined in Table 2

are tested in Experiment 2.

4.1. Materials

The materials in Experiment 2 were a subset of those used in Experiment 1. With

the goal of sampling from more ambiguous stimuli (Kingston, Levy, Rysling, & Staub,

2016; Mitterer & Reinisch, 2013; Reinisch & Sjerps, 2013), the middle region of the

continuum was chosen for this purpose. The method by which the Experiment 2 stimuli

were selected was the same as that used in Mitterer and Reinisch (2013). First, the

overall interpolated categorization function for Experiment 1 was obtained. The point

at which the interpolated function crossed 50% (i.e. the most ambiguous region in the

continuum) was identified. The three steps on each side of this crossover point were

used in Experiment 2. This led to the selection of steps 3-8 from Experiment 1. Note

these steps are re-numbered as steps 1-6 in what follows, where step 1 in Experiment 2
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refers to step 3 in Experiment 1, and so on. There were accordingly 12 unique stimuli

used in Experiment 2 (6 continuum steps × 2 frames).

4.2. Participants and procedure

36 participants were recruited for Experiment 2 from the same population as Experi-

ment 1. All were self-reported native English speakers, with normal hearing and normal

or corrected-to-normal vision.

The paradigm used in Experiment 2 was an adaption of that used by Reinisch

and Sjerps (2013), and Kingston et al. (2016). It was a visual world eye-tracking task in

which participants viewed an orthographic display of the target words “ebb” and “ab”.

The participants’ task was simply to click on the word they heard. Participants’ eye

movements were monitored while they listened to stimuli and provided their responses.

Testing was carried out in a sound-attenuated room in the UCLA Phonetics Lab.

Participants were seated in front of an arm-mounted SR Eyelink 1000 (SR Re-

search, Mississauga, Canada) set to track the left eye at a sampling rate of 500 Hz, and

set to record remotely (i.e., without a head mount) at a distance of approximately 550

mm. At the start of each experiment, participants’ gaze was calibrated with a 5-point

calibration procedure.

Stimuli were presented binaurally via a PELTOR™3M™listen-only headset. The

visual display was presented on a 1920× 1080 ASUS HDMI monitor. During each trial,

participants were first presented with a black fixation cross (60px by 60px) in the

center of the monitor. The target words themselves were displayed in 60pt black Arial

font and were centered in the left, and right half of the computer screen. The side

of the screen on which the words appeared was counterbalanced across participants,

though for a given participant the same word always appeared on the same side of

the screen (Kingston et al., 2016; Reinisch & Sjerps, 2013). Two interest areas (300px

by 150px) were defined around the target words. These were slightly larger than the

printed target words, to ensure that looks in the vicinity of the target words were also

recorded, following e.g., Chong and Garellek (2018).

The onset of the audio stimulus was look-contingent, such that stimuli did not

begin to play until a look to the fixation cross had been registered. This was done to
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ensure that participants were not already looking at a target word at the onset of the

stimulus. As soon as a look to the fixation cross was registered, the audio stimulus

began, and the target words appeared simultaneously with the onset of the audio.

The trial ended after participants provided a click response. The next trial began

automatically after a click response was registered. At the start of each new trial,

the cursor position was re-centered on the computer screen, following Kingston et al.

(2016). Trials were separated by an interval of 1 second. Eye movements were recorded

from the first appearance of the fixation cross until the participants provided a click

response and the next trial began.

There were a total of four practice trials in the experiment as in Experiment 1,

with each continuum endpoint (from the truncated continuum used in Experiment 2)

being presented in each prominence condition once. Following this, there were a total of

96 test trials; each of 12 unique stimuli was presented a total of 8 times, with stimulus

presentation completely randomized. The experiment took approximately 20 minutes

to complete in total.

4.3. Results and discussion

4.3.1. Click responses

Listeners’ click responses were analyzed using a Bayesian logistic mixed-effects regres-

sion model with the same model structure as that in Experiment 1. The goal of this

analysis was to confirm that listeners’ categorization was influenced by prominence in

this experiment, replicating Experiment 1. The model output is shown in Table 3, and

categorization responses are plotted in Figure 4. As expected, increasing the continuum

step decreased clicks on “ebb”, as in Experiment 1 (B=-1.56, 95%CI =[-1.96,-1.17]). The

prominence effect was replicated as well, whereby the NPA condition showed increased

clicks on “ebb”(B=0.91, 95%CI =[0.22,1.59]). This outcome roughly mirrors the effects

seen in Experiment 1, though we can note the stimuli are overall more ambiguous to

listeners, as would be expected given that the central region of the continuum from

Experiment 1 was used.
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Figure 4. Categorization (click) responses in Experiment 2, showing the proportion of “ebb” responses on
the y axis, split by prominence condition and continuum step. Note that steps 1-6 in Experiment 2 correspond
to steps 3-8 in Experiment 1, as described in the text. Shading around each point shows 95% CI.

Table 3. Model output for Experiment 2 click responses

Estimate Est. Error L-95% CI U-95%CI credible?
intercept 0.09 0.16 -0.21 0.40
prominence 0.91 0.35 0.22 1.59 X
continuum -1.56 0.20 -1.96 -1.17 X
prominence*continuum -0.13 0.12 -0.37 0.11

4.3.2. Eye movement data

Results for eye movement data are shown in Figure 5, where listeners’ preference for

“ebb” is plotted over time, split by continuum step in panel A, and by prominence

condition in panel B. The average duration of a trial in the experiment was 1384

ms. Following Nixon, van Rij, Mok, Baayen, and Chen (2016), the analysis window

accordingly spanned from 200 ms prior to target onset until 1300 ms following the

onset of the target, given that effects of lexical competition have been seen to persist

until this time (Dahan, Magnuson, Tanenhaus, & Hogan, 2001).

The preference measure which is represented visually in Figure 5 is simply the
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proportion of looks to the “ab” interest area subtracted from the proportion of looks to

the “ebb” interest area, for a given point in time (with time binned by 20 ms intervals).

Visually representing listeners’ looks in this way allows for a normalized measure of

their preference for one target over another (note the opposite preference measure

would show the same information, only with the directionality of influence inverted).

Showing only the proportion of looks to “ebb”, or to “ab” gives qualitatively similar

results. However, it is not the case that looks to “ebb” for a given time and condition

will necessarily be inversely proportional to looks to “ab” at that time (given that

participants could be looking to neither “ebb” nor “ab”). The preference measure is

therefore advantageous in that the effect does not vary based on whether looks to

“ebb” or “ab” are being visualized.8 With this measure, a negative preference for “ebb”

accordingly corresponds to a preference for “ab”.

As can be seen in both panels of Figure 5, this preference measure is zero at

the beginning of the visible time window, indicating that listeners do not have an

immediate preference for either target at the onset of the stimulus. Given that it takes

approximately 200 ms to program a saccade (Fischer, 1992; Matin, Shao, & Boff, 1993),

this timing delay should be kept in mind in the discussion of time course results. In

the top panel of Figure 5, we can see that over the course of a trial a preference for

“ebb” develops on the basis of continuum step, such that listeners show the stronger

preference for step 1, the most “ebb”-like on the continuum. Listeners show a graded

preference based on continuum step, such that at step 6, the most “ab”-like, they show

the strongest preference for “ab”, with other steps showing intermediate degrees of

preference. This suggests broadly that listeners used formant cues online to determine

the identity of the target word, which is not surprising. We can see an analogous

split in looks based on the prominence manipulation, shown in panel B of Figure 5.

A prominent target, in the NPA condition, lead listeners to develop a preference for

“ebb” over the course of trial. This effect is clearly smaller than that of continuum step,

but nevertheless suggests a robust role for the prominence manipulation, in that there

is, overall, a reliable separation in looks in the analysis window. Notably, divergence

on the basis of prominence appears to start early: looks begin to pull apart robustly

8An exploratory analysis found that using a non-transformed preference measure, modeling looks only to
“ebb” or “ab”, resulted in essentially the same results, as expected (cf. Kingston et al. 2016).
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Figure 5. Eye movement data for the effect of continuum step (panel A), and prominence manipulation
(panel B), in Experiment 2. The x axis shows time ranging from -200 to 1200 milliseconds from the onset of
the target sound. The y axis shows the proportion of looks to “ebb” minus the proportion of looks to “ab” (see
text). Confidence regions around each line represent 95% confidence intervals, calculated from the raw data.
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around 250 ms, though the effect does not appear to reach a stable maximum until

much later.

The time course of both of these effects was assessed by a General Additive Mixed

Model (GAMM). GAMMs have been applied in various analyses of visual world data

and present a powerful tool for modeling dynamic and nonlinear effects over time, espe-

cially for data with high degrees of autocorrelation, like eye-movement data. GAMMs

model dependencies via smooth functions: linear and parabolic functions of varying

complexity, which include a pre-specified number of base functions. Fixed parametric

terms in the model can also be used to model effects in an overall analysis window as

in linear mixed-effects regression models. The reader is referred to Nixon et al. (2016)

and Zahner, Kutscheid, and Braun (2019) for discussion of advantages of GAMMs in

modeling visual world data, and to Sóskuthy (2017) for a more general overview of

GAMMs.

The dependent measure in the analyses reported here is a log-transformed nor-

malized preference measure, using the same method as that used by Reinisch and

Sjerps (2013), who employed a similar two item visual world paradigm. This measure

was calculated as log-transformed looks to “ebb” minus log transformed looks to “ab”,

using the empirical logit (Elog) transformation given in Barr (2008).

The model was fit using itsadug and mgcv (van Rij, Wieling, Baayen, & van Rijn,

2016; Wood, 2017). Parametric terms in the model predicted the preference measure as

a function of (scaled and centered) continuum step and prominence condition, which

was contrast-coded as in previous experiments. The smooth terms in the model in-

cluded a non-linear interaction term of continuum by condition, over time, allowing

us to assess how listeners’ preferences for a target develop over time as a function of

both these factors. This was modeled with the te() function in mgcv, which includes

main effects and interaction terms. Random effects were modeled using factor smooths,

which are analogous to random slopes and intercepts in other mixed models (Sóskuthy,

2017). Factor smooths were fit to by-participant trajectories in each prominence con-

dition, allowing for the possibility that participants were impacted differently by the

prominence manipulation.9 The model output with both parametric and smooth terms

9These factor smooths were shown to provide a better model fit than trajectories that were only by-participant,
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Table 4. Model output for the GAMM used in Experiment 2, with parametric terms shown above and smooth
terms shown below. Notes that p-values for smooth terms indicate whether a smooth is different from a linear
predictor.

Parametric terms Estimate Est. Error t-value p-value
intercept 0.24 0.16 1.50 0.14
continuum -1.63 0.09 -18.04 < 0.001
prominence 0.45 0.23 1.91 0.05
Smooth terms edf ref df F-value p-value
te(time, continuum; NPA cond.) 17.09 19.71 38.27 < 0.001
te(time, continuum; post-focus cond.) 8.99 9.52 66.32 < 0.001
s(time, participant; NPA cond.) 228.11 323.00 3.91 < 0.001
s(time, participant; post-focus cond.) 231.32 323.00 4.97 < 0.001

is shown in Table 4. Both added smooth terms significantly improved the model fit, as

assessed by comparing models with the CompareML() function. Importantly, the inclu-

sion of condition in the te() term improved the model fit significantly (χ2(5)=180.27,

p<0.001).10 This suggests that listeners’ use of formant cues over time varies across

conditions (i.e. in addition to overall variation in height of the trajectories captured

by the parametric term). This point will be returned to later. The default number of

basis functions (knots) was employed for each smooth term, and this was observed to

provide a good fit to the data by inspecting the k’ scores and k-indices in the model

using the gam.check() function in itsadug.

Following Nixon et al. 2016 and Zahner et al. 2019, the timecourse data was

down-sampled to 50 Hz (20ms bins), allowing for a fairly granular timecourse, while

reducing autocorrelation among successive bins. Because some residual autocorrelation

remained, following Nixon et al. (2016) and Zahner et al. (2019), an AR1 error model

was employed after inspection of the baseline model, as it greatly reduced autocorre-

lation as compared to a non-AR1 variant (Nixon et al., 2016; Sóskuthy, 2017).11

The parametric terms in the model, which represent the overall effect in the

analysis window, indicate that both prominence condition and continuum step had an

as assessed by comparing fREML scores using the CompareML() function in itsadug, including more complex
factor smooths both increased fREML and decreased AIC.
10This comparison was carried out by comparing model scores using the CompareML() in itsadug, as in Nixon
et al. (2016). The original model was compared to one in which prominence condition was removed from the
three way interaction.
11AR1 models assume that neighboring observations in a time series are correlated such that the error in
one time bin (in this case) is in part dependent on the error in adjacent bins. Assuming correlated errors in
parameter estimation helps remove correlations among residuals; see e.g., Baayen, van Rij, de Cat, and Wood
(2018) for more information.
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effect on listeners’ preference for each target word. As can be seen in Figure 5, increasing

the continuum step (becoming less “ebb”-like) decreased listeners’ “ebb” preference (B=

-1.63, t=-18.04). At the same time, the prominent NPA condition showed a marginal

influence in the analysis window as whole, increasing listeners’ “ebb” preference (B=

0.44, t=1.91). The parametric terms thus confirm the manipulations are influencing

looks within the analysis window as expected, but do not tell us about the timecourse

of each effect.

To assess the timing of the effect of phrasal prominence and the effect of changing

F1 and F2 values along the continuum, differences between smooths of interest were

inspected (Sóskuthy, 2017; Zahner et al., 2019). To assess the point in time at which

phrasal prominence shows a robust effect on the preference measure, the difference be-

tween smooths for each prominence condition was visualized over time. The continuum

step at which this divergence was calculated was set to be the scaled value of 0, between

step 3 and 4 on the continuum. This represents the most ambiguous region on the con-

tinuum, where context should exert the strongest effect, and therefore where we should

expect to see the earliest effect of prominence, a conservative test given the possibility

that the effect will be later in processing. This is shown in panel B of Figure 6. The

effect of continuum step was assessed by measuring the time of divergence for the two

continuum steps which spanned the most ambiguous region in the continuum (steps 3

and 4). Given that each step has its own trajectory, pairwise differences between steps

may not necessarily be the same. As can be observed in Figure 5, this area shows the

most robust pairwise difference, and the processing of acoustic information at these

steps make a relevant comparison to the effect of prominence, which was calculated in

the middle of the continuum.12 This thus represents how quickly formant information

is used to distinguish vowels, though notably the estimates for the rest of the pairwise

differences between steps only differed by 10-20 ms.13 This effect is shown in panel A

of Figure 6.

As can be seen in Figure 6, the points at which formants along the continuum,

12Following Maslowski, Meyer, and Bosker (2020), an alternative operationalization of the effect would be to
compared the two steps which are acoustically most different (i.e., steps 1 and 6). This comparison yielded a
similar though slightly earlier effect, with divergence estimated at 258 ms after target onset.
13The divergence estimate shown below is in given for the post-focus condition (as collapsing across conditions
is not possible); the effect in the NPA condition showed a similar timecourse.
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Figure 6. Difference smooths for the effect of continuum step (panel A), and the prominence manipulation
(panel B) in Experiment 2. Smooths are surrounded by 95% CI, and the red dashed vertical line indexes when
in time CIs exclude zero, i.e. when a difference between the smooths becomes reliable.

and phrasal prominence, impact listeners’ target preference reliably are asynchronous.

The effect of the continuum causes looks to diverge at a point in time that precedes

the divergence of smooths based on phrasal prominence. The model estimates that

looks diverge based on the continuum at 270 ms following the onset of the target

vowel, a clearly early effect considering the 200 ms required to program a saccade. The

model further estimates that looks diverge based on phrasal prominence at 482 ms

following of the target. This is shown for both effects in Figure 6 when CI for the model

estimate do not include zero, indexed by a dashed vertical line.14 Another possible way

of operationalizing the effect of prominence would be to calculate the prominence

effect at each step on the continuum and take the average. In this case, we would not

be inspecting the most ambiguous region of the continuum, where processing would

expected to be early, but instead for the continuum more holistically. As expected, this

estimate yielded a robustly later effect: 720 ms following the target onset. This measure

further strengthens the claim that the prominence effect is overall later in processing.

Considering these divergence times alone, this outcome is consistent with the

14This timing asynchrony was also seen in a more traditional moving window analysis, not included here. In
that analysis time was binned into 100ms windows and a linear mixed effects regression on logit-transformed
preference measures was run in each. Continuum step began to have a significant effect in the 300-400ms
window. Phrasal prominence began to have a significant effect in the 500-600 ms window, though notably the
prominence effect approached significance earlier in time, in similar fashion to Kim et al. (2018).
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asynchrony predicted by prosodic analysis: F1 and F2 values should lead to early

and immediate activation of lexical candidates, and prosody should mediate candidate

selection later in processing (Cho et al., 2007; Mitterer et al., 2019). The timing for

the effect of continuum step is consistent with previous work that shows vowel-intrinsic

formant cues are used rapidly in processing (Reinisch & Sjerps, 2013). The timing of

smooth divergence for phrasal prominence is clearly later, considering it follows the

effect of continuum by over 200 ms, and especially considering all relevant differences

in context precede the target in time, as discussed above.

Another recent study, Maslowski et al. (2020), offers a relevant comparison to the

present data. Maslowski et al. explored how non-adjacent preceding speech rate before

a target influenced processing of vowel duration (as cue to a vowel length contrast in

Dutch). These sorts of distal rate effects are argued to operate early in auditory process-

ing (Bosker, 2017; Bosker et al., 2017; Reinisch & Sjerps, 2013), and indeed the authors

found essentially synchronous use of distal speech rate and vowel duration (lining up

with the previously discussed effect of rate and VOT found in Toscano and McMurray

2015). The authors also manipulated global speech rate (that is, speech rate variation

over the course of the entire experiment). Global rate effects are argued to operate later

in processing, as they are sensitive to talker identity and can be overridden by other

effects (Maslowski, Meyer, & Bosker, 2019; Reinisch, 2016). The authors found global

rate effects showed a clear delay in processing relative to preceding (stimulus-internal)

rate effects and the effect of intrinsic vowel duration, reaching significance roughly

250 ms after the effect of vowel duration. This relative timing difference observed by

the authors is analogous to the asynchrony observed here between formant cues and

prominence. The similarity between these two findings is accordingly a delay between

the effect of higher-level processing (prosodic analysis in the present results) and an

intrinsic cue, which is used rapidly.

Though these results would therefore suggest the effect of prominence is relatively

late in processing, we can see that the difference between smooths begins to increase

well before this point in time. This is also apparent in the raw data, shown in Figure

5. Looks begin to diverge based on prominence condition earlier in time, and the effect

grows slowly until it stabilizes later, roughly when the effect becomes significant. To
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explore the possibility of an earlier influence of prominence shaping listeners’ use of

formant cues, as discussed in the predictions above, the non-linear interaction between

continuum step, time, and condition (which would evidence an asymmetrical influence

of continuum step across conditions) was inspected. Recall that the presence of con-

dition in the te() term in the model was shown to significantly improve the model

fit (χ2(5)=180.27, p<0.001), suggesting that prominence effects are indeed interacting

with listeners’ perception of the continuum.

To assess this interaction between continuum step, prominence condition, and

time, three dimensional topographic surface plots were used. These plots represent the

effect of continuum step (as a continuous variable on the y axis) over time (on the x

axis). The dependent variable is represented on a gradient color scale on the z axis. In

Figure 7, two such plots, split by prominence condition, represent how listeners’ pref-

erence changes over time and across the continuum, based on target word prominence.

Note that color represents listeners’ Elog-transformed preference for “ebb”, over time. A

value of zero (in the middle of the color scale) represents no preference, while a positive

value (closer to yellow on the color scale) represents a preference for “ebb”. A negative

value (closer to purple on the color scale) represents a preference for “ab”. The shad-

ing represents a location on the surface where listeners’ preference is not significantly

different than zero, with 95% CI. One general pattern to note is that listeners do not

show a preference early in the analysis window (shown by shading on all of the surface

prior to approximately 300ms). As time progresses, listeners develop graded preferences

based on continuum step (as in Figure 5). At the end of the analysis window, there

is a range of preferences: a strong “ebb” preference at step 1 on the continuum, and a

strong “ab” preference at step 6. Note too that, generally speaking, the middle region of

the continuum never attains a significant preference in either panel: that is, the model

finds that ambiguous steps remain ambiguous even at the end of the analysis window,

shown by the shaded area persisting until the end.

With this in mind, we now can assess the impact of prominence condition on lis-

teners’ use of the continuum over time (i.e. the non-linear interaction between (scaled)

continuum step, time and prominence condition which contributed significantly to the

model fit). The interaction is evident in observing (1) the coloration of each panel
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Figure 7. Topographic surface plots showing the effect of continuum step (y axis) over time (x axis), split
by prominence condition. The color scale represents the degree of listeners’ “ebb” preference. Shading on the
surface (the darker color that covers the leftmost portion of the surface entirely) represents locations in the
space for which the preference measure is not significantly different than zero, with 95% CI. Dotted lines show
landmarks on the surface.
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A and B, and (2) the shape and position of the shaded area showing points on the

surface for which listeners’ did not have a preference for either target. In terms of col-

oration, note the color scale shown in both panels is shared by them, that is, the same

color on each panel would reflect the same degree of “ebb” preference. We can see that

each panel overall occupies different color spaces, with the NPA condition showing a

stronger “ebb” preference (more yellow on the plot), and the post-focus condition show-

ing a stronger “ab” preference (more purple on the plot). In other words, acoustically

identical continuum steps are perceived as more “ebb”-like or “ab”-like a as function

of prominence context. This is not surprising, given that we see divergence in looks

based on prominence. We can note these differential preferences start to develop early

in time, that is, the shape of the surfaces is different prior to 400 ms in the analysis

window (this can be seen by looking at the dashed lines on the surface).

Moreover, we can note the shaded areas (where listeners do not have a signifi-

cant preference for either target) differ in how they occupy space in the surface, and

crucially, within a panel, which steps on the continuum show a preference first. This

is particularly clear in the NPA condition: the shaded area is asymmetrical such that

more “ebb”-like steps (steps 1-3) show a significant preference (i.e. shading disappears)

earlier in the analysis window, as compared to “ab”-like steps (steps 4-6). In other

words, the earliest point at which listeners look to a target is influenced by phrasal

prominence: the NPA condition facilitates early looks to “ebb”, while it takes listen-

ers longer to initiate looks to “ab”. The opposite is true in the post-focus condition,

though the pattern is less pronounced. This indicates that even in the earliest stages of

processing (i.e., when listeners first show any significant preference for a target word)

prominence is shaping how listeners use formant cues. Notably, if prominence were only

a later stage influence, we should expect the shape of the surfaces to be the same earlier

in time. This is clearly not the case. Also of note is the observation that in the NPA

condition, the overall shaded portion of the surface is slightly smaller (approximately

48% of the surface is shaded in the NPA condition, 52% is shaded in the post-focus

condition). That is, listeners looked to a target more quickly in the NPA condition,

and ambiguity persists for less of the analysis window. This is tangential to the main

question at hand but suggests that phrasal prominence, like lexical prominence, helps
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facilitate lexical processing (Cooper, Cutler, & Wales, 2002; Cutler et al., 1997; Cutler

& Norris, 1988). 15

Additionally, the surface plots show that prominence condition also influences

which stimuli are perceived as ambiguous by listeners. This is apparent in looking

at the vertical positioning of the shaded region, particularly the narrow portion that

persists throughout the analysis window. The regions along the continuum which show

no preference in looks vary based on prominence condition, starting early and persisting

throughout the analysis window. This is another piece of evidence that the prominence

manipulation is shaping listeners’ perception of formant cues directly.

As a way of synthesizing the two findings obtained from the divergence measure

(Figure 6) and the surface plots (Figure 7),we can visualize and compare the effect of

continuum step and phrasal prominence as a function of when each effect reaches its

respective maximum, similar in spirit to analyses in Reinisch and Sjerps (2013) and

Toscano and McMurray (2015). This was operationalized by looking at the timecourse

of the difference between smooths for each effect, normalized by its minimum and max-

imum (i.e., the range-normalized smooth difference). These normalized effect estimates

are shown in Figure 8, corresponding to the smooth differences shown in Figure 6.

This normalized comparison allows us to inspect how each effect grows and

changes over time, relative to its maximum and minimum (here 200 ms after tar-

get onset and onward, following Reinisch and Sjerps 2013). As can be seen in Figure

8, the effect of continuum grows steadily, peaking around 1000 ms following the target

(cf. Reinisch and Sjerps 2013). The prominence effect is clearly different: it grows in

tandem with the effect of the continuum, growing slightly faster up until about 600

ms after target onset. While the effect of continuum continues to grow fairly linearly

until its maximum, the effect of prominence actually decreases slightly then resumes

increasing around 900 ms from the onset of the target. Note that the target vowel itself

is only 131 ms in duration, and listeners need only a fraction of that time to recognize

the vowel based on its spectral structure as evidenced from the timing of the contin-

uum effect (cf. Reinisch and Sjerps 2013). This means listeners have clearly processed

15Notably this asymmetry exists, even though the vowel preceding the target is longer in the post-focus
condition (262 ms as compared to 200 ms in the NPA condition), giving listeners more time to compute the
prosodic structure of the phrase as it unfolds.
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Figure 8. Range-normalized smooth differences, as a proportion of maximum difference, from 200 ms onward
following the target onset, corresponding to the smooths in Figure 6. The solid line represents the effect of
phrasal prominence, the dotted represents the effect of the continuum. Blue vertical lines indicate when an
effect becomes significant as assessed by the smooth divergence analysis.

the information in the vowel at e.g., 600 ms from its onset, and yet prominence infor-

mation is still exerting a slow-growing and delayed effect, consistent with later stage

modulation of lexical competition.

This timecourse finding is similar to a pattern observed by Kim et al. (2018): they

found their AP phrasing manipulation generated small adjustments in looks early in

processing, though it was subsequently “[...] weakened in the middle of the processing

but reinforced later” (p. 19). In showing the same general pattern as Kim et al. (2018),

the present effect of prosodic prominence might be taken to reflect similar perceptual

processing, discussed below.

We can accordingly summarize the timecourse results in Experiment 2 as the

following: phrasal prominence causes looks to diverge from one another at a point

that is later in time, compared to changing F1 and F2 along the continuum. At the

same time, prominence actually shapes the use of formant cues earlier in time, though

these effects are subtle enough not to cause overall divergence to occur early. We can

therefore more generally say that the effect of prominence starts relatively early, while
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these early effects are subtler, and more robust prominence effects only occur later

(as indexed by the divergence between smooths). The timecourse results thus support

a multi-stage influence of prominence: one that begins early in fine-tuning formant

perception, but is reinforced relatively slowly over time (in comparison to the influence

of formants). This itself is somewhat visible in the raw eye-movement data in Figure 5:

the differences between prominence conditions start early, and grow slowly over time to

reach a relatively stable maximum, seemingly around 600 ms. As described above, Kim

et al. (2018) observed subtle, non-significant effects of their AP-phrasing manipulation

preceding the later stage (800 ms) point in time at which the effect became significant.

Taken with the present results, this suggests that prosodic context effects in general

might exert weak early influences in processing with stronger effects emerging later in

processing.

5. Discussion

The two experiments presented here offer new insight into how listeners make use

of phrasal prominence in their perception of vowel contrasts. Experiment 1 showed

that listeners adjusted their perception of a vowel contrast on the basis of contextual

prominence, cued by preceding pitch, duration and amplitude. In one condition, the

target bore implied nuclear prominence (“implied” because the target itself did not

change across conditions), and in another it was post-focus. This manipulation showed

a clear effect on vowel perception. Listeners modulated their categorization based on

how contextually prominent the target was. This adjustment in categorization follows

from sonority expansion (F1 raising/F2 lowering) in prominent vowels, showing that

listeners account for how prominence modulates formant structure in vowel perception,

for vowels like /E/ and /æ/ which undergo sonority expansion.16

This finding is line with research that has tested how prosodic boundaries modu-

late perception of segmental contrasts (Kim et al., 2018; Mitterer et al., 2019; Steffman,

16As noted in Section 2.1, not all vowels show clear sonority expansion effects in speech production (Cho, 2005;
de Jong, 1995). For example prominent high vowels (e.g. /i/ in American English; Cho 2005) can show more
extreme articulations under prominence (contra sonority expansion). Future work will accordingly benefit from
testing how phrasal prominence impacts listeners’ perception of other vowel contrasts, including those which
do not undergo sonority expansion.
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2019b; Steffman & Katsuda, 2020), and supports a model where listeners integrate

prosodic context in perception. In testing phrasal prominence, Experiment 1 offered

an extension of past studies, and predicts that further work looking at prominence

marking should expect to see similar compensatory effects in segmental perception.

Experiment 2 tested the timecourse of these effects in a visual world eyetracking

task. The emergent pattern was complex. Formant cues were used rapidly, as would

be expected. However, phrasal prominence showed, overall, a delayed influence, as

measured by the point in time at which listeners’ looks in each condition diverged

from one another. This pattern, taken by itself, is wholly consistent with the prosodic

analysis model proposed by Cho et al. (2007); Kim et al. (2018), wherein formant

cues activate lexical hypotheses, and phrasal prosody is integrated later via lexical

competition. However, an early influence of prominence (as shown in Figures 7 and 8),

which shapes the earliest stages of formant use, suggests more nuance is needed.

Recall the discussion in Section 1.2, which made a distinction between phonologi-

cal prominence related to phrasal organization, and phonetic prominence, which might

derive simply from relative acoustic salience in a given context. Though, importantly,

the target was acoustically identical across prominence conditions, its relative phonetic

prominence varied. Being preceded by narrow focus marking in the post-focus condi-

tion, the target was relatively quiet, short in duration and low in pitch, as compared

to the material that preceded it (see Figure 1). The opposite is true in the NPA condi-

tion. In this sense, listeners’ perception of acoustic/phonetic prominence of the target

likely varied across conditions. An immediate effect of prominence condition would ac-

cordingly reflect listeners’ incorporation of acoustic phonetic prominence in their per-

ception of formant cues. The timing of this effect is clearly early in line with general

compensatory processes described in Toscano and McMurray (2015), and McMurray

and Jongman (2011). Prominence effects that immediately guide formant perception

are accordingly hypothesized not to originate from prosodic analysis (i.e., prosodic

structural organization) but rather general acoustic/phonetic prominence, where the

context-dependent perceived prominence of the target sound shapes cue usage. This, by

hypothesis, presents one measurable way in which listeners’ processing of prominence

information differs from prosodic boundary processing. If we assume boundary process-
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ing is tightly tied into the overall prosodic organization of an utterance, following Cho

et al. (2007) and Mitterer et al. (2019), we can see why it should necessitate prosodic

analysis. Prominence perception, being multidimensional in nature (Baumann & Win-

ter, 2018; Mo, 2011), is not strictly linked to the computation of phrasal prosody. 17 In

this light we could take the effects seen in Experiment 2 as showing a multi-stage influ-

ence of phrasal prominence, broadly consistent with two-stage models of context effects

in speech processing (Bosker et al., 2017; Maslowski et al., 2020; Reinisch, 2016). At

the pre-lexical level of processing, acoustic/phonetic prominence shapes how formant

cues are used and therefore factors into the earlier stages of lexical activation. Subse-

quently, lexical hypotheses are integrated with a parsed phrasal prosodic structure in

prosodic analysis which reinforces this effect, leading to more robust influences late in

processing.

Accordingly, a model of prominence and segmental processing must allow promi-

nence driven re-tuning of perceived cue values to operate early in processing. The

far reaching influence of phrasal prominence on segmental processing is analogous to

that of prosodic structure on speech production according to some models (Keating

& Shattuck-Hufnagel, 2002; Krivokapić, 2012, 2014), where prosodic structure plays a

central role in organizing phonological and phonetic structure. If prosodic structure en-

tails fine-grained modulations of acoustic features in speech (or, co-variance of acoustic

properties in a systematic way), it is perhaps not surprising that prominence shapes

listeners’ perception of segmental cues prior to lexical access. It is proposed here that

prominence effects should be particularly susceptible to these early perceptual influ-

ences, given the gradient and phonetically grounded nature of perceived prominence

(Baumann & Cangemi, 2020). In this light, prominence may play a fundamentally

different role in segmental processing as compared to prosodic boundaries. As dis-

cussed above, a prosodic boundary necessarily forms part of a hierarchically organized

prosodic structure, and tend to be viewed as falling into fairly clean-cut categorical

distinctions (Beckman and Pierrehumbert 1986; Carlson, Clifton, and Frazier 2001,

though see Wagner and Crivellaro 2010). As such, prosodic boundary perception de-

17It is worth reiterating here however that Kim et al. (2018) found subtle, non-significant effects of AP phrasing
on processing, which highlights the need to explore further how boundary processing might also exert early
phonetic context effects.
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rives from a parsed prosodic structure, and therefore modulates segmental processing

at a later stage, following Kim et al. (2018); Mitterer et al. (2019). Perceived promi-

nence is not tethered to prosodic structure in the same way: it varies as a function

of both phonological organization, phonetic cues, and various other pieces of informa-

tion such as, for example, lexical frequency, part of speech and information structure

(Baumann & Cangemi, 2020; Baumann & Winter, 2018; Bishop, 2012, 2017; Cole et

al., 2019). The continuous and phonetically based nature of prominence perception is

compatible with the view that it enters early into segmental processing, and as such, it

is proposed here, differs in a key way from the use of prosodic boundary information.

The present findings have shown one novel way in which prosodic context in-

fluences spoken word recognition, shaping perception of formant cues even early in

processing. Recall that in the present experiments the target vowel itself was invariant

across conditions, in order to test how contextual prominence influenced processing.

In natural speech, changes in prominence will also impact segment-internal cues (with

e.g., reduced pitch, duration, and intensity in de-accented vowels). Further extension of

these results would thus benefit from testing cases where intrinsic target properties also

vary as a function of prominence. These differences would likely strengthen the early

phonetic prominence effects seen here. As such, comparing the present data to stimuli

with more naturalistic variation in segment-intrinsic prominence cues would present a

fruitful extension. In both cases, phonetic prominence effects should feed forward to

a phonological prosodic parse, though it is predicted early effects will be more salient

when vowel-intrinsic cues encode (phonetic) prominence information as well.

Going forwards, future work will additionally benefit from extending these re-

sults to explore how other prominence-lending contexts shape segmental processing.

For example, information structure influences prominence perception independent of

acoustic information in the speech signal (Bishop, 2012). Seeing if semantic context

which manipulates information structure leads to changes in segmental perception,

and if so, what the timecourse of these effects is, would be informative. Based on the

present results we can predict this sort of information structural effect would operate

later in processing since it is not related to phonetic prominence in the speech signal. A

further complementary test could focus on localized (or, segmental) prominence cues
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such as lengthened voice onset time in aspirated stops, nasal duration in nasals, or

glottalization and laryngealized voice quality (e.g. Cho and Keating 2009; Cho, Kim,

and Kim 2017; Dilley et al. 1996; Garellek 2014). These cues encode phrasal promi-

nence in a systematic way (following e.g., Keating and Shattuck-Hufnagel 2002), and

as such might be expected to signal prominence to listeners. Testing if localized promi-

nence marking independently shapes vowel perception along these lines would help us

understand exactly what acoustic features cue prominence in segmental processing.

Together, these various lines of future work will give a better understanding of how

prominence information more broadly construed is incorporated in processing, and how

it shapes spoken language comprehension.
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